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On Distributed Communications Networks

PAUL BARAN, SENIOR MEMDBER, IEEE

Summary—This paper’ briefly reviews the distributed communi-
cation network concept in which each station is connected to all
adjacent stations rather than to a few switching points, as in a
centralized system. The payoff for a distributed configuration in
terms of survivability in the cases of enemy attack directed against
nodes, links or combinations of nodes and links is demonstrated.

A comparison is made between diversity of assignment and per-
fect switching in distributed networks, and the feasibility of using
low=cost unrelinble communication links, even links so unreliable
as to be unusable in present type networks, to form highly reliable
networks is discussed.

The requirements for a future all-digital data distributed net-
work which provides common user service for & wide range of users
having different requirements is considered. The use of a standard
format message block permits building relatively simple switching
mechanisms using an adaptive store-and-forward routing policy
to handle all forms of digital data including digital veice. This net-
work rapidly responds to changes in the network status. Recent
history of measured network traffic is used to modify path selection.
Simulation results are shown to indicate that highly efficient rout-
ing can be performed by local control without the necessity for any
central, and therefore vulnerable, control point.
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The IP model let us separate the
act of conversation from the
process of building a circuit.




the Web is today’s
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Information Management: A Proposal

Tim Berners-Lee, CERN
March 1989, May 1990

This proposal concerns the management of general information about accelerators and experiments at
CERN. It discusses the problems of loss of information about complex evolving systems and derives a
solution based on a distributed hypertext system.
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Overview

Many of the discussions of the future at CERN and the LHC era end with the question - *Yes, but how will
we ever keep track of such a large project?® This proposal provides an answer to such questions. Firstly, it
discusses the problem of information access at CERN. Then, it introduces the idea of linked information
systems, and compares them with less flexible ways of finding information.
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CERN. It discusses the problems of loss of information about complex evolving systems and derives a
solution based on a distributed hypertext system.
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Overview

Many of the discussions of the future at CERN and the LHC era end with the question - *Yes, but how will
we ever keep track of such a large project?® This proposal provides an answer to such questions. Firstly, it
discusses the problem of information access at CERN. Then, it introduces the idea of linked information
systems, and compares them with less flexible ways of finding information.
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The web model let us
separate the information | NETELIX
communicated from the
act of conversation.
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Communication is ...

Telephone: the Wires
Internet:  the Endpoints

Web: the Information
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Today’s network architecture
embraces wires & interconnects

but not cycles or storage.

They are different because we conceptualize in
terms of process rather than outcome.

If we view networking as information delivery
all three can work together seamlessly.
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Customer-edge PoP

Making storage behave like a
line card isn’t an engineering
or manufacturing problem,

it’s an architectural challenge!
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Smart Phone Power Consumption Cut by More Than 70 Percent

ScienceDaily (Nov. 25, 2011) — Researchers at
Aalto University in Finland have designed a
network proxy that can cut the power consumption
of 3G smart phones up to 74 percent. This device
enhances performance and significantly reduces
power usage by serving as a middleman for mobile
devices to connect to the Internet and handling the
majority of the data transfer for the smart phone.
Historically, the high energy requirements of mobile

phones have slowed the adoption of mobile
Internet services in developing countries.

J. Manner, et.al.,, AFRICOMM 201 I:
Proxy at wireless base station reduces
3G mobile power consumption by 4x
for streaming audio (but not for TCP/IP)
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Fukushima earthquake NTT base station outage:
3000 initially, 3600 more over
next 28 hours as batteries failed.
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Topology creation
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* Map building
* Path building
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To communicate,

we first construct a
model of the |1880s!

Full-mesh Pt-Pt Connectivity abstraction

Topology creation

* Neighbor discovery
* Map building
* Path building (spanning tree)

Diffusion / Percolation /Viral Propagation




Can we evolve!?

(we did once before with landline to cell)



What is a phone number?

® A landline phone number represents a path
through the switching system to some
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What is a phone number?

® |t is the location of the line, both in the

switching hierarchy and in space.




This creates a problem:

Callers want to reach a person,
not a location.
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Post-cell Business Card
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A Ernest Orlando Lawrence
rjn}l ‘m Berkeley National Laboratory

BERKELEY LAB

Van Jacobson

Group Leader
Network Research

One Cyclotron Road
Berkeley, CA 94720 Cell +1510-555-1234




What is a phone number?

® Cell phone number is treated as the ‘name’
of the phone.

® |t has no fixed topological or spatial
location - both are dynamically bound.

® Cell system is a strict superset of landline
system but looks the same to a user
(phone numbers didn’t change).



We can evolve

® The landline-cell transition was possible
because users had always viewed phone
numbers as the name of the phone.

® Because of the web, users view the Internet
in terms of named information.

® Only the preconceptions of network engineers
keep us stuck in the past.



